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Abstract 

This article proposes concrete methods for specifying the 
editorial behavior of news recommendation systems through 
collaboration between journalists and technologists to create 
metrics, data sets, feedback methods, and evaluation 
protocols. So far, the desired behavior of news recommenders 
has mostly been specified in terms of principles or guidelines. 
I argue that natural language specifications are inadequate 
because the translation to software must subsequently be 
undertaken by technical specialists, a process which requires 
consequential values-related decisions. Instead, I propose the 
specification of recommender editorial values through the 
collaborative creation of specific value-laden technical 
artifacts already used in contemporary engineering. These 
artifacts are much more precise than principles, yet do not 
require the technical understanding necessary to create novel 
algorithms. 

Introduction 

News recommendation systems are operated both by 

publishers and by platforms and have become one of the 

primary ways that journalism finds its way to audiences. 

Communication scholars have argued that these systems 

should embody a variety of values such as informedness, 

accuracy, comprehensiveness, autonomy, inclusiveness, 

participation, representation, diversity, deliberation, and 

tolerance (Helberger, 2019; Nechushtai & Lewis, 2019). 

While the recommendation technical community has 

developed a wide variety of values-driven metrics and 

algorithms (Celis et al., 2019; Kunaver & Požrl, 2017; Stray, 

2020) these do not generally align with the conceptions of 

journalists and scholars. Building recommenders that enact 

editorial values is a deeply interdisciplinary pursuit, and few 

individuals (or organizations) have both a deep grasp of 

editorial values and the technical skill to design novel 

recommender systems.  

In short, different communities are talking about the same 

problem in different language. On one side journalists, 

scholars, critics, and regulators have largely discussed these 

systems in terms of their normative concerns and societal 

outcomes. On the other side computer scientists, product 

managers, AI researchers and others have built ever more 

sophisticated news recommender systems. This is a 

caricature; in reality there are not two clear “sides” but a 

complex network of overlaps and interconnections between 

people and ideas. Yet this divide is immediately 

recognizable to workers in the field, and useful for framing 

the problem. 

With this divide in mind, this article proposes narrowing 

the journalist-technologist gap through interdisciplinary 

collaboration to create four types of artifacts:  

 

• Metrics. What should be measured, and what counts as an 
acceptable result?   

• Data sets. These can be used to train algorithms, or to 
evaluate and compare their performance. 

• Feedback methods. There are emerging methods to 
enable users and other stakeholders to provide 
algorithmically actionable feedback to a recommender 
system. 

• Evaluation protocols. Understanding the consequences of 
news recommendation algorithms is essentially social 
science research, which would benefit from repeatable 
methods. 

 

While a great deal of scholarship has focused on principles, 

both for news recommenders (Helberger, 2019; Vrijenhoek 

et al., 2020) and responsible AI in general (Fjeld et al., 

2020), there has been less attention to metrics, data sets, 

feedback, and evaluation specifically. Collaboratively 

produced artifacts could be a key way for journalists and 

technologists to work toward the shared goals of embedding 

editorial values into news recommender systems. 

Related Work 

Editorial values are significant for any recommender system 

that handles news content, with potentially profound effects 

on democracy (Fields et al., 2018; Helberger, 2019; 



Vrijenhoek et al., 2020). This includes recommenders 

operated by a single news organization such as that which 

produces personalized suggestions in the New York Times 

app, news aggregators such as Google News, and social 

media recommenders which also handle news items such as 

the Facebook News Feed. For simplicity, I will refer to all 

of these types of systems to be “news recommenders.” I use 

“news” fairly narrowly to mean the output of conventional 

news organizations, though there are analogous editorial 

concerns about any recommender which selects media 

items. 

This article takes a design orientation towards journalistic 

algorithms, as articulated by Diakopoulos (2019). My 

foremost concern is the real-world deployment of news 

recommenders that embody important editorial values. 

Merely explicating these values is not enough, which is why 

“developing evaluation methods and metrics” 

(Diakopoulos, 2019, p. 4) is so central to advancing 

journalism automation. 

Participatory design is an orientation and a set of 

practices that attempts to actively involve all stakeholders in 

a system design process (Simonsen & Robertson, 2012). 

The stakeholders in this case include journalists as content 

creators, technologists as system designers and operators, 

audience members, and perhaps society in general. The 

related field of value sensitive design is “a theoretically 

grounded approach to the design of technology that accounts 

for human values in a principled and systematic manner 

throughout the design process” (Friedman et al., 2017). 

Most specifically, multistakeholder recommendation 

studies the design and evaluation of recommender systems 

that must simultaneously serve the interests of multiple 

groups (Abdollahpouri et al., 2020).  

Other work examines the values actually implemented in 

production recommenders. Nechushtai and Lewis (2019) 

undertake a crowdsourced audit of Google News while 

Bandy and Diakopoulos (2019) study Apple News, 

evaluating the output of these systems with respect to values 

such as diversity, local news content, etc. DeVito (2017) 

infers the values of the Facebook News Feed by reading 

public documents to determine which factors are used as 

inputs.  

Yet none of this work specifies how values are to be 

translated into algorithms. Though methods like 

participatory design provide high-level descriptions of 

design processes, more specialized technical approaches are 

necessary to construct operational recommender systems. 

The state of the art of recommender values engineering is 

the creation of hand-crafted metrics or machine-learning 

classifiers to identify various wanted and unwanted aspects 

of content or recommendations, used in a three part process 

(Stray et al., 2020): 

 

• Identification: system designers become aware of a 
negative outcome associated with the system and identify 
a concept associated with it. For example, discovering 
that users are getting drawn into low-quality content and 
developing a corresponding definition of “clickbait.” 

 

• Operationalization: A concrete procedure is developed to 
identify instances of the abstract concept in the 
recommender system. This may involve the development 
of hand-crafted metrics, but most systems rely on some 
form of machine learning, trained on human-labelled 
data. 

 

• Adjustment: system designers modify the recommender 
system in order to increase or decrease the prevalence of 
the target concept. This could involve A/B testing with 
respect to an evaluation protocol, incorporating a metric 
into model training, or adding code that re-orders (“re-
ranks”) results prior to presenting them to the user. 

 

The actual processes used to engineer values into 

production news recommender systems today involve 

various technical artifacts such as metrics, data sets and 

evaluation protocols. These have a deep role in defining the 

character and enacted values of such systems. Yet these 

artifacts are much more amenable to the involvement of 

non-experts than core recommendation algorithms per se.  

Finally, it is important to conceive of this process as more 

than “embodying editorial values in technology.” When 

journalists are asked to translate their practices into the 

definitions and data required for algorithmic 

implementation they often discover that naturalized 

concepts like “newsworthy” or “authoritative” are not as 

clear or uncontested as they thought (Stray, 2019). As the 

News Quality Initiative put it, “any confusion that existed 

among journalists regarding principles, standards, 

definitions, and ethics has only travelled downstream to 

platforms” (Vincent et al., 2020). 

In many cases, there is no existing normative consensus 

on exactly which journalistic values a recommendation 

system should support, how these should trade off against 

each other, and how the results should be evaluated 

(Nechushtai & Lewis, 2019). Therefore, the synthesis of 

journalism and technology will force articulation and 

clarification of core editorial concerns, up to and including 

journalism’s ultimate societal goals. 

Principles do not Define Behavior 

By “principles” I mean written descriptions of the values 

that technical systems should uphold. Such descriptions are, 

so far, the primary method by which the ethical behavior of 

technical systems have been specified by scholars and 

critics. Fjeld et. al. (2020) map the content of several dozen 



AI principles documents, finding themes such as privacy, 

accountability, safety, transparency, fairness, human 

control, and responsibility. There are also ongoing standards 

efforts around the values which apply to particular technical 

domains, such as the IEEE Ethically Aligned Design series 

(Shahriari & Shahriari, 2017).  

Likewise, journalists (and allied scholars and non-

technical experts) have mostly attempted to specify the 

operation of news recommenders through written 

descriptions of the values that such systems should uphold. 

Existing critiques of AI ethics principles typically focus on 

the lack of incentives for implementation and the dangers of 

superficial “ethics washing,” e.g. (Floridi, 2019) but here I 

critique principles from a different direction: they are 

typically not precise enough to define the behavior of a 

technical system.  

As an example, consider how the value of “diversity” is 

implemented in recommender systems. Diversity is perhaps 

the most widely discussed value in the news recommender 

literature produced by journalists. But what is it?  

Regulatory discussions typically consider source 

diversity, that is, they are concerned with the mix of news 

organizations in the content recommended to each person 

e.g. (Helberger et al., 2019). Several researchers who have 

audited news recommender systems are correspondingly 

concerned with source diversity (Bandy & Diakopoulos, 

2019; Nechushtai & Lewis, 2019). But users may still 

encounter only a small number of topics or perspectives 

even though they consume diverse sources, so other authors 

have been concerned with content diversity (Möller et al., 

2018). Helberger et al. (2018) suggests that we should think 

instead in terms of the goals of a news recommender, and 

outlines liberal, deliberative and adversarial notions of 

diversity. This is appealing, but these are concepts at an even 

higher level of abstraction. 

Meanwhile, diversity has been extensively studied in the 

technical context of recommender design. A review by 

Kunaver and Požrl (2017) lists eight different diversification 

algorithms and nine different formulas to measure the 

diversity of a set of items, mostly based on evaluating a 

similarity function. This is an algorithm for computing the 

relative sameness of two different items, for example the 

classic cosine similarity method for comparing text 

documents based on word frequencies, which has been used 

in search engines since the 1970s (Manning et al., 2008). 

Cosine similarity is essentially a measure of topical 

similarity, but similarity metrics can be designed to capture 

many other axes of variation, e.g. source diversity or 

demographic diversity.  

Recommender systems actually in use by news 

organizations employ further definitions of diversity. One 

large news organization has designed their recommender to 

consider diversity in terms of media format, so that the user 

sees a mix of articles, videos, podcasts, etc. Another uses the 

topical diversity algorithm of Ziegler et. al (2005) so as to 

prevent all of the top-ranked news stories from being about 

the same popular topic, e.g. President Trump. Further afield 

in music recommendation, Spotify uses a popularity-based 

diversity metric in an effort to give a fair level of exposure 

to all artists who provide content (Hansen et al., 2021; 

Mehrotra et al., 2018). 

As these examples show, there is no end to the normative 

and technical definitions of diversity that might be 

employed. A review of the concept of diversity across 

communications scholarship, social science, and computer 

science concludes that “research on this topic has been held 

back by the lack of conceptual clarity about media diversity 

and by a slow adoption of methods to measure and analyze 

it” (Loecherbach et al., 2020, p. 606). Hence, merely stating 

that a news recommender system should be “diverse” is not 

enough. There is still considerable work to be done in a) 

choosing a conception of diversity and then b) choosing a 

specific algorithmic operationalization of that concept.  

In other words, there is a very large gap between a 

principle such as “represent diverse viewpoints” and a 

specification such as “ensure that no one news source 

accounts for more than 20% of the recommended items.” 

The latter is concrete enough to be implemented. It also 

necessarily captures only a small portion of the rich concept 

of “diverse viewpoints.” While it is true that a narrow 

mechanical process can never account for all the contextual 

richness of human experience, all principles must claim 

some power of generalization if they are to serve as a guide 

to future behavior. It is necessary to commit to specific 

definitions, phrased in algorithmic terms, in order to build 

real recommenders. 

This is why “principles” are not a satisfactory method for 

specifying the desired behavior of a news recommender. 

When inspected closely, most “principles” for recommender 

design admit many possible algorithmic translations. If the 

work of making the abstract concrete is not done by 

journalists, it must be done by technologists, which is closer 

to delegation than collaboration. 

Metrics 

Metrics are a key tool for translating principles to practice 

because they span the divide between the conceptual and the 

empirical. In the context of AI systems, they are used both 

at the level of management (e.g. “key performance 

indicators”) and encoded algorithmically (e.g. “objective 

functions.”) Well-being metrics are already being used by 

large platforms in this dual role (Stray, 2020). Metrics can 

also contribute to transparency and provide regulatory 

affordances, as they define a common language for 

comparing recommender performance.  



Aside from the well-known issues with using metrics in a 

management context generally (Jackson, 2005) metrics pose 

a problem for AI systems in particular because most AI 

systems are built around strongly optimizing for a narrow 

objective (Thomas & Uminsky, 2020). Poor use of metrics 

can result in a damaging emphasis on short term outcomes, 

manipulation and gaming, and unwanted side effects. Even 

a successful metric cannot remain static, as the structure of 

the world will change over time; many machine learning 

models broke when the onset of the COVID-19 pandemic 

caused mass changes in behavior (Heaven, 2020). Yet 

metrics are an essential component of modern recommender 

systems, and offer rich possibilities for journalist-

technologist collaboration. 

There are two major questions that must be answered in 

the design of a metric: what is important, and how to 

measure it. This starts with the question of which values a 

particular system should enact, which must then be 

“operationalized” into practical metrics (Jacobs & Wallach, 

2019).  Technologists will need to be included in discussions 

of which values matter because it is necessary to consider 

both the constraints of technical possibility and the 

empirical behavior of the audience-platform system. 

Journalists will need to be involved in the operationalization 

and validation of metrics because these decisions ultimately 

define what, exactly, is measured. The issue of who actually 

carries out these measurements is also significant – it need 

not be the platform itself (Wu & Taneja, 2020). 

Returning to the example of diversity, Helberger et al. 

(2018) propose several metrics that might help us evaluate 

different axes of diversity in recommender systems: 

it is conceivable to design metrics that would focus, for 
example, on user engagement with opposing political 
views, cross-ideological references in public debates or 
social media connections between people who 
represent different ideological positions. (Helberger et 
al., 2018, p. 195) 

 
All of these suggestions are technically realizable. It is 

possible to infer an individual’s ideological position from 

their posts, social network structure, and/or news 

consumption data (Bodrunova et al., 2019; Garcia et al., 

2014; Garimella & Weber, 2017) and this could be used to 

define “cross-ideological” engagement. Such metrics can 

drive news recommender design at the managerial level 

when given as targets to a product team, who may further 

choose to translate these metrics technically by 

incorporating them into the objective functions of their 

algorithms (Stray, 2020). 

It remains to decide what value of such a metric counts as 

a “good” outcome; the numerical result of measuring 

something doesn’t mean much if we cannot say what an 

acceptable number is. Nechushtai and Lewis (2019) grapple 

with this problem in their study of source diversity in 

Google News: 

If every news story recommended by a search engine 
were false, or if a search engine referred readers to one 
news organization alone, it would be clear that the 
algorithm is falling short as a news provider acting in 
the public interest. But, in most cases, public-facing 
algorithms of this sort do not function catastrophically 
or perfectly, but somewhere in between. Precisely 
where they fall on such a spectrum remains open for 
debate. What standards should be used to assess their 
performance? (Nechushtai & Lewis, 2019) 

 
Translating news values into metrics and numerical 

thresholds is likely to be an uncomfortable process for 

journalists, because it requires examination of naturalized 

values in extremely explicit terms. Consider the concept of 

“newsworthiness,” which might be the fundamental value 

underlying content ranking. Even for stories which are 

already data-driven, involving crime statistics, earthquakes, 

or corporate earnings, it is difficult to say exactly what 

number counts as “news.” Previous efforts have tried to 

infer a numeric threshold which matches what journalists 

already do, set the threshold so as not to overwhelm editors 

or audiences with too many stories, or simply picked a 

“reasonable” threshold arbitrarily (Stray, 2019). None of 

these options is completely satisfactory. 

Metrics also have an important role to play in regulation. 

A metric can be considered a “regulatory affordance,” a 

common language for the regulator, the regulated, and the 

public. For example, Facebook has proposed regulation of 

unwanted content based on a “prevalence” metric (Bickert, 

2020) that would define some acceptably small percentage 

of views of prohibited content such as hate speech. Without 

both a metric and an acceptable limit, it is difficult to answer 

the question of whether there is “too much” unacceptable 

content. Quantification is especially important when 

judging tradeoffs between different values; given the limited 

accuracy of automated classifiers, removing more hate 

speech will necessarily impinge on freedom of expression 

as false positives also increase (Duarte et al., 2017). Metrics 

are thus a key component of evaluation protocols, below. 

Metrics work best for concepts that have straightforward 

observable counterparts, like source diversity. It is difficult 

to capture more complex notions in a simple metric. A 

number of metrics have been used over the years to detect 

“clickbait,” including dwell time (Yi et al., 2014) and click-

to-share ratio (El-Arini & Tang, 2014). But neither of these 

measures is a very good operationalization, as neither really 

captures what is meant by “clickbait.” Modern systems 

instead use machine learning classifiers trained on custom 

data sets.   



Data Sets 

Data sets can embody values in a variety of ways. While this 

embeddedness is usually studied in the context of fairness 

(e.g. Barocas et al., 2018), custom data sets are also used to 

define and promote positive outcomes. Data sets at the level 

of sources, items, or sets of items could provide valuable 

normative direction for news recommendations. 

Recommender systems that select user posts must remove 

clickbait and spam. Because there is no one metric that can 

reliably detect this unwanted content, in practice platforms 

solve this problem through machine learning (ML) models 

trained on data sets containing examples of both clickbait 

and non-clickbait content (Cora, 2017; Peysakhovich & 

Hendrix, 2016). Hate speech is similarly hard to measure 

using hand-crafted metrics, so ML classifiers are used 

instead (Fortuna & Nunes, 2018). In short, data sets can 

encode more subtle and complex values than hand-crafted 

metrics. A classifier trained on such data outputs a 

numerical score for each item, which can be considered a 

type of algorithmically constructed metric. 

One of the simplest kinds of news-relevant data sets is a 

list of organizations which meet certain standards for 

process and quality. A news aggregator must first solve the 

problem of which sources produce “news,” and even general 

social media platforms must be able to identify when users 

post news if they wish to treat it differently – for example, 

if they wish to subject it to evaluation, ranking, and labeling 

according to quality standards. For this reason, there are 

commercial organizations like NewsGuard that maintain a 

list of news organizations rated for credibility. Facebook has 

assembled source-level credibility data through 

crowdsourced surveys, a technique which other researchers 

have independently validated (Mosseri, 2018; Pennycook & 

Rand, 2018; Zhang et al., 2020).  

Collections of labels at the level of individual news items 

(articles, videos, etc.) could in principle be used to embody 

various dimensions of item quality and credibility. While 

many “fake news classifiers” have been built from article-

level data sets, in practice credibility classifiers built this 

way typically pick up on source or topic and do not 

generalize well (Bozarth & Budak, 2020). A classifier can 

only detect a concept if the necessary data is actually 

available to the system; it is not possible to identify 

"misinformation" with a classifier alone because 

determining whether something is true or not can require 

open-ended human research (Silverman, 2020). Still, it is 

useful to combine various content and contextual cues to 

evaluate credibility, and credibility rating data sets are used 

by platforms as one signal to rank content lower, rather than 

remove it. 

Annotated sets of articles may also be an important data 

source. The News Quality Initiative has scraped the daily 

top stories from several news aggregators and asked 

journalists to “re-rank” the stories according to their 

editorial judgement and record their reasoning (Sehat, 

2020). This data set, though small and partially qualitative, 

suggests that ranked sets of articles could be used to evaluate 

or perhaps even train news recommenders to match 

professional editorial values. The Reuters Tracer system 

relies on a similar approach to flag tweets with potential 

breaking news value for human review. It employs a 

“newsworthiness” classifier trained on the stories that 

reporters actually chose to write (Liu et al., 2016).  

Given the lack of a precise theory of the aims of 

journalism, much less a theory of the aims of news 

recommenders which produce personalized results, whether 

or not news recommenders should attempt to match 

traditional editorial judgements is an open question. There 

may be greater agreement on which sorts of content should 

not be selected by recommenders, which speaks to the 

relationship between ranking (deciding what should be 

shown) and moderation (deciding what should not be 

shown).  

Feedback Methods 

Interactive feedback is an emerging method to control the 

output of AI systems in general, and recommenders in 

particular. In this approach, user or experts are asked to 

provide feedback on the actual output of a running system. 

This has the advantages of adaptability and ecological 

validity as compared to static data sets. Like metrics and 

data sets, this method of algorithmic tuning is also suitable 

for non-expert collaboration. The humble “like” button is a 

type of interactive feedback, but far more is possible.  

Structured feedback has proven useful for training 

information filtering systems. For a document 

summarization task, OpenAI has demonstrated that guiding 

a reinforcement learning algorithm by repeatedly asking 

humans which of two summaries is better dramatically 

improves the quality of the results. Notably, including 

pairwise feedback produces much better summaries than 

training only on human-written reference summaries. 

(Stiennon et al., 2020).  

Pairwise feedback has also been used to design a multi-

stakeholder ranking system. Lee et al. (2019) demonstrate 

the use of a similar pairwise-comparison protocol for 

participatory design of a ranking algorithm. The goal was to 

design system for a non-profit which collects donated food 

and delivers it, via volunteer drivers, to local food charities. 

Representatives from different stakeholder groups were 

repeatedly shown a pair of donor-driver-recipient matches 

and asked to choose which they preferred. This feedback 

was used to construct a quantitative model of the preferences 

of each participant, with these models aggregated at run-

time to produce the final ranking. The resulting algorithm 



improved both efficiency and distributional fairness, as 

judged by stakeholders. 

For news recommendation in particular, semi-structured 

feedback has enabled successful collaborations between 

technologists and journalists. During the iterative 

development of their in-house recommender systems, the 

BBC uses “a custom-designed qualitative scale and free 

text” to collect feedback from editors on each recommended 

item (Boididou et al., 2021).  

This type of semi-structured feedback is not necessarily 

machine readable, meaning that only a small number of 

people (in this case editors) can be served in this way, but a 

number of researchers are investigating conversational 

methods which interact using natural language (Radlinski & 

Craswell, 2017; Sun & Zhang, 2018). Such a recommender 

might ask a user whether a particular article was a good 

choice for them and pose follow-up questions to try to learn 

why.  

The design of interactive feedback methods is an 

opportunity for journalist-technologist collaboration. There 

are a variety of feedback paradigms that might yield useful 

information on how the system is enacting journalistic 

values. Journalists or users might be asked to do pairwise 

comparisons, rate individual articles, or provide natural 

language feedback. They could rate hypothetical 

recommendations, or recommendations actually provided. 

Retrospective, deliberative judgement on the items 

previously presented might be an especially powerful 

technique as it could align short-term and long-term 

incentives (Stray et al., 2020). If natural language feedback 

is possible, what sorts of questions should the algorithm 

ask?  

Evaluation Protocols 

News recommenders operate in a dynamic environment, 

interacting with large numbers of people. Offline 

evaluations of recommender performance, i.e. testing 

against prepared data sets, often do not meaningfully predict 

online performance (Jeunen, 2019). Thus, evaluation within 

a real-world setting is essential. 

The most straightforward way to evaluate a news 

recommender is to measure its output against some metric. 

Such evaluation is a normal part of the process of 

recommender construction and operation, and engineers 

already repeatedly evaluate the output of recommender 

systems according to standard metrics like “accuracy,” the 

ability to predict which items the user will actually engage 

with or otherwise rate as valuable. There is no reason why 

e.g. a suitable “diversity” metric could not be used similarly.  

Standardized metrics would also allow external 

stakeholders to evaluate news recommenders, including 

users, researchers, and regulators. An evaluation protocol 

would specify which metric to use and how to collect the 

data to be evaluated. Data collection is a complex issue for 

recommender systems because most of them provide 

personalized results. Existing approaches include 

crowdsourced data collection from a demographically 

balanced sample of users (Nechushtai & Lewis, 2019) and 

using multiple new, non-personalized user accounts 

(Ledwich & Zaitsev, 2020). A standardized protocol is 

beneficial because it would allow longitudinal analysis, 

cross-recommender comparisons, and regulatory 

consistency. 

Evaluation protocols can also go beyond assessing the 

output of a recommender system to consider the effect on 

users. Understanding the broader human consequences of 

these systems is essentially social science research which 

would benefit from repeatable methods. For example, the 

IEEE 7010 standard for well-being assessment (Schiff et al., 

2020) proposes gathering baseline well-being metrics data 

for both expected users and non-users for a particular 

product, then collecting the same metrics over time for both 

groups.  

As an example, we might want to test whether a particular 

news recommender increases or decreases political 

polarization. Affective polarization, a dislike and distrust of 

the outgroup, is a central part of the identity-based 

polarization that is occurring in modern democracies 

(Iyengar et al., 2018) and can be measured by simple survey 

instruments (Iyengar & Westwood, 2015). It might be 

possible to measure affective polarization of users and non-

users before making some algorithmic change intended to 

reduce polarization, then re-measure for these two groups 

several months after deployment. The difference in the 

change in affective polarization between the two groups can 

be attributed to the recommender change, under certain 

assumptions. This is essentially a difference-in-differences 

research design (Angrist & Pischke, 2009, p. 227).  

Evaluation protocols are the most general type of 

collaborative artifact studied here, and may specify the use 

of particular principles, metrics, data sets, and feedback 

methods. As above, different stakeholders may use such 

protocols in different ways. Recommender designers can 

use them to create and monitor their systems, while external 

stakeholders can use them to audit and compare different 

products.  

Conclusion 

While a number of authors have envisioned algorithms that 

embed values, much less has been said about how this is to 

be accomplished in practice. If journalists and technologists 

want to collaborate to produce better news recommenders, 

they will need to co-produce more than principles or 

guidelines. It is not reasonable to expect journalists to 



become algorithmic experts and participate directly in 

technical design processes. Rather, these two groups could 

collaborate in the production of specific technical artifacts 

that are already used in contemporary recommender values 

engineering: metrics, data sets, feedback methods, and 

evaluation protocols. 
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